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Brief Introduction 

 Motivation 

 过去的工作只在 feature-level 或者 image-level 上进行修复，各有缺点，本工作是

第一个将两者同时用到一起的工作。 

 

Existing Methods and Limitations 

1. The first group inspired by texture synthesis techniques attempts to 

fill regions at image-level. Specifically, such approaches usually 

sample and paste full image resolution patches from source images 

into missing regions, which allows synthesizing results with details. 

2. As the lack of high-level understanding of an image, such approaches 

often fail in generating semantically-reasonable results. 

3. The second group of approaches proposes to encode the semantic 

context of an image into a latent feature space by deep neural 

networks and then generate semantic-coherent patches by 

generative models. 

4. It remains challenging to generate visually-realistic results from a 

compact latent feature, as full image resolution details can be usually 

smoothed by stacked convolutions and poolings. 

 

Proposed Network 



PEN-Net 

 

 

Pyramid-context encoder 

 

 

Attention Transfer Network 



 

 

 

Multi-scale decoder 

 

 

Pyramid L1 losses 

 

  

  



 

Contribution 

1. We propose a novel network, ATN, to learn region affinity from high-

level feature maps (e.g., the compact latent features in the encoder). 

2. Our model can fill holes multiple times (depends on the depth of the 

encoder) by repeating using ATNs from deep to shallow, which can re- 

store an image with more fine-grained details. 
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Brief Introduction 

 Motivation 

1. Recent deep learning based approaches have shown promising results for the 

challenging task of inpainting large missing regions in an image. 

2. These methods can generate visually plausible image structures and textures, 

but often create distorted structures or blurry textures inconsistent with 

surrounding areas. 

3. This is mainly due to ineffectiveness of convolutional neural networks in 

explicitly borrowing or copying information from distant spatial locations. 

 

Existing Methods and Limitations 

1. Early works attempted to solve the problem using ideas similar to texture 

synthesis , i.e. by matching and copying background patches into holes starting 

from low-resolution to high-resolution or propagating from hole boundaries. 

2. However, as they assume missing patches can be found somewhere in 

background regions, they cannot hallucinate novel image contents for 

challenging cases where inpainting regions involve complex, non- repetitive 

structures (e.g. faces, objects). 

3. CNN+GAN 

4. Unfortunately, these CNN-based methods often create boundary artifacts, 

distorted structures and blurry textures inconsistent with surrounding areas. 

5. We found that this is likely due to ineffectiveness of convolutional neural net- 

works in modeling long-term correlations between distant contextual 

information and the hole regions. 

 

 

Proposed Network 

Proposed Network 



 

 

Spatially discounted reconstruction loss 

对于图像修复问题，一个缺失区域可能会有多种可行的修复结果。一个可行的

修复结果可能会和原始图像差距很大，如果使用原始图像作为唯一的参照标准

（ground truth），计算重构损失（reconstruction loss）时就会误导卷积网络

的训练过程。 

直观上来说，在缺失区域的边界上修复的结果的歧义性（ambiguity），要远

小于中心区域（边界区域的取值范围要比中心区域小）。这与强化学习中的问题类

似。当长期奖励（long-term rewards）有着很大的取值范围时，人们在采样轨迹

（sampled trajectories）上使用随着时间衰减的奖励（随着时间的流逝，网络得

到的奖励会越来越小）。 

具体的做法是使用一个带有权值的 mask M，在 M上，每一点的权值由γl来计

算，其中γ被设定为 0.99，l是该点到最近的已知像素点的距离。 

Global and Local WGAN 

Contextual Attention 



 

 

 

 

Unified Inpainting Network 

 

 

Contribution 



1. We propose a novel contextual attention layer to explicitly attend on related feature 

patches at distant spatial locations. 

2. We introduce several techniques including inpainting network enhancements, global and 

local WGANs and spatially discounted reconstruction loss to improve the training stability 

and speed based on the current the state-of-the-art generative image inpainting 

network. 

3. Our unified feed-forward generative network achieves high-quality inpainting results on 

a variety of challenging datasets including CelebA faces , CelebA-HQ faces , DTD textures, 

ImageNet and Places2 . 
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Brief Introduction 

 Motivation 

在实际中一些 mask 会与前景的实际物体重叠或解除，这样，围绕背景图像的像素

进行修复的效果就不好，因此提出了一种前景图像感知修复方法，先对前景物体进行轮

廓的预测再根据物体的轮廓进行图像修复。 

 

Existing Methods and Limitations 

1. Patches-based 

2. 但是，这些方法仍然依赖于现有的补丁和低级特征，因此无法处理漏洞与前

景对象重叠或接近的挑战性情况。 

3. Learning-based 

4. 但是，默认情况下，所有这些方法都假定生成网络可以学习隐式地预测或理

解图像中的结构，而无需在学习过程中对结构或前景/背景层进行显式建模。 

 

 

Proposed Network 

Proposed Network 



 

 

  

 

 

 

 

Content Loss: 

Contour Completion Module: 

因为 mask 中的轮廓稀疏，导致数据不平衡问题。 

我们建议利用轮廓 mask 的固有性质，即掩模中的每个像素可以解释为像素是原始图

像中的边界像素的概率。 

Therefore we can take the contour map as samples of a distribution, and calculate the 

distance with the ground-truth contour by calculating their binary cross-entropy between 

each pixel 

 



 

 

Image Completion Module: 

 

 

 

  



 

Contribution 

1. We propose to explicitly disentangle structure inference and image completion to 

address challenging scenarios in image inpainting where holes overlap with or touch 

foreground objects. 

2. To infer the structure of images, we propose a contour completion module trained 

explicitly to guide image completion.  

3. Our experiments demonstrate that the system produces higher-quality inpainting 

results compared to existing methods. 
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Brief Introduction 

 Motivation 

  用一个模型实现任意 scale factor 下的 SR image. 

 

  

Proposed Method 

 Assumption: 认为 SR image 的一个像素点（i，j）是由 LR feature 中的相应的像素

点（i’,j’）和对应权重的卷积 W(i,j)得到的。 

 

三个主要步骤：先根据 resnet 提取 LR image 的 feature，再根据 SR image 的像素点

(i,j)和 scale factor r 映射的到 LR feature 的像素点(i’,j’)，再根据两个像素点和 r 预测不同的

W(i,j)，再根据 W 和 LR feature 得到 SR image.(HW 是 LR 与 SR 中对应 pixel 之间的关系向

量组成的矩阵) 

 

 

Location Projection 

 



Weight Prediction 

 

 

 


